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This paper considers verification of non-deterministic higher-order functional programs. Our contribution

is a novel type system in which the types are used to express and verify (conditional) safety, termination,

non-safety, and non-termination properties in the presence of ∀-∃ branching behavior due to non-determinism.

For instance, the judgement ⊢ e : {u :int | ϕ(u)}∀∀ says that every evaluation of e either diverges or reduces

to some integer u satisfying ϕ(u), whereas ⊢ e : {u :int | ψ (u)}∃∀ says that there exists an evaluation of e
that either diverges or reduces to some integer u satisfying ψ (u). Note that the former is a safety property

whereas the latter is a counterexample to a (conditional) termination property. Following the recent work on

type-based verification methods for deterministic higher-order functional programs, we formalize the idea on

the foundation of dependent refinement types, thereby allowing the type system to express and verify rich

properties involving program values, branching behaviors, and the combination thereof.

Our type system is able to seamlessly combine deductions of both universal and existential facts within

a unified framework, paving the way for an exciting opportunity for new type-based verification methods

that combine both universal and existential reasoning. For example, our system can prove the existence of a

path violating some safety property from a proof of termination that uses a well-foundedness termination

argument. We prove that our type system is sound and relatively complete, and further, thanks to having both

modes of non-determinism, we show that our types are closed under complement.
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1 INTRODUCTION
Recent years have seen remarkable advances in automated (and semi-automated) methods for

verifying higher-order functional programs. Powerful verificationmethods have emerged for various

important classes of properties, including safety properties [Jhala et al. 2011; Kobayashi et al. 2011;

Ong and Ramsay 2011; Rondon et al. 2008; Terauchi 2010; Unno and Kobayashi 2009; Unno et al.
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2013; Zhu and Jagannathan 2013; Zhu et al. 2015], termination [Kuwahara et al. 2014; Vazou et al.

2014], non-termination [Hashimoto and Unno 2015; Kuwahara et al. 2015], and properties expressed

in temporal logics such as LTL and linear modal µ-calculus [Koskinen and Terauchi 2014; Murase

et al. 2016].

However, the existing proposals are quite disparate in that they employ rather different techniques

to verify the different classes of properties. For instance, the termination verification proposed in

[Kuwahara et al. 2014] and the linear modal µ-calculus verification proposed in [Murase et al. 2016]

use program transformation to iteratively convert the verification problem to a (binary) reachability

problem [Cook et al. 2007, 2006] which is checked by a dependent-refinement-type-based safety

property verifier such as [Unno et al. 2013], whereas the non-termination verification of [Kuwahara

et al. 2015] uses predicate abstraction to iteratively build over and under approximations to reduce

the problem to that of higher-order model checking [Kobayashi 2009; Ong 2006]. (Recall that the

termination property asks that every evaluation of the given program terminates, whereas the

non-termination property is its converse and checks that the given program has a non-terminating

evaluation.)

It is our belief that the disparity partly comes from the fact that each class of properties concerns

only one side of non-determinism. That is, while properties such as safety and termination (and,

more generally, any linear properties) only ask that a certain fact holds for every run of the program,

properties such as non-termination only ask whether there exists a run that satisfies a certain fact.

Likewise, the disparity between safety and termination can be understood as the difference due to

the former asking that every value that can be obtained as the final result satisfies a certain fact

whereas the latter asking that there exists a value that can be obtained as the final result (for every

run, in both cases).

In the present paper, we take a step toward a more unified reasoning framework. Our contribution

is a novel type system that can express and verify both universal and existential behavior of the
program. Following the recent trend [Kobayashi et al. 2011; Koskinen and Terauchi 2014; Rondon

et al. 2008; Terauchi 2010; Unno and Kobayashi 2009; Unno et al. 2013; Vazou et al. 2014; Zhu

and Jagannathan 2013; Zhu et al. 2015], we formalize our approach as a dependent refinement type
system. A dependent refinement type system allows types to embed predicates on program values,

thereby allowing precise type-based value-and-path-sensitive reasoning.

To support both modes of non-determinism, we qualify the types with “∀” and “∃” at appropriate
places. Specifically, each type is qualified with one of the four modes Q1Q2 where Qi is either ∀
or ∃ (for i ∈ {1, 2}). Roughly, Q1 specifies whether the fact expressed by the type holds for every

evaluation of the expression being typed (Q1 = ∀) or there exists an evaluation for which the fact

holds (Q1 = ∃), and Q2 says whether the fact holds for every value obtained as the result of the

evaluation (Q2 = ∀) or there exists a final value for which the fact holds (Q2 = ∃). For example,

{u :int | u > 0}∀∀ is the type of expressions satisfying the property that every evaluation of the ex-

pression either diverges or reduces to a positive integer value, whereas {u :int | u > 0}∀∃ is the type
of expressions that always terminate and reduce to a positive integer value, and {u :int | u > 0}∃∃
is the type of expressions such that there exists an evaluation of the expression that reduces to

a positive value. To also cope with non-determinism from program inputs (i.e., whether the pro-

gram should behave in a certain way for every input or for some input), we further qualify the

bindings in the type environment and the arguments of function types by ∀ or ∃. For example,

(x :∀int) → {u :int | u > x}∀∃ is the type of functions that, given any integer argument x , always
returns some integer u greater than x . Likewise, (x :

∃ int) → {u :int | u > x}∀∃ is the type of

functions where there exists an integer argument x such that every evaluation of the function with
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the argument returns some integer u greater than x . The modes exhibit a natural form of duality,
that is, ∀ = ∃, ∃ = ∀ and Q1Q2 = (Q1)(Q2).

1

The types enable a seamless combination of both universal and existential reasoning within a
single deduction system. To our knowledge, such a combination has not been fully explored in the

program verification literature, especially in the presence of higher-order functions (cf. Section 7

for further discussion). We briefly demonstrate the power of the combined reasoning by examples

in Section 2. We defer a more detailed exposition to the later sections of the paper.

We show that our type system enjoys a number of desirable meta-theoretic properties. First,

thanks to the duality property, the types are closed under complement. More precisely, for any

type σ , there is a (syntactically definable) complement type ¬σ that satisfies JσK ∩ J¬σK = ∅ and

JσK∪ J¬σK = JT K whereT is the simple type that σ and ¬σ refine. Here, JσK denotes the semantics

of the type σ and is, roughly, the set of expressions that behave according to σ (cf. Section 5 for

details). As an example, let σ
pc
id = (x :∀int) → {u :int | u = x}∀∀. Then,

q
σ
pc
id

y
is the set of functions

that takes an integer argument and either diverges or returns the given integer. The complement

¬σ
pc
id is (x :∃ int) → {u :int | u , x}∃∃, and

q
¬σ

pc
id

y
is the set of functions where there exists an

integer argument and an evaluation of the function that returns a different integer value from

the given argument. Indeed,

q
σ
pc
id

y
∩

q
¬σ

pc
id

y
= ∅ and

q
σ
pc
id

y
∪

q
¬σ

pc
id

y
= Jint → intK, where

Jint → intK is the set of partial (non-deterministic) functions from integers to integers.
2

We also show that our type system is sound and relatively complete. Soundness says that if the

type judgement Γ ⊢ e : σ is derivable, then e ∈ JΓ ⊢ σK, where JΓ ⊢ σK is the semantics of the type

σ under the type environment Γ (cf. Theorem 6.12). Conversely, completeness says that e ∈ JΓ ⊢ σK
implies that Γ ⊢ e : σ is derivable (cf. Theorem 6.25). As expected, the completeness result is relative

to the assumption that the background theory for refinement predicates is sufficiently expressible

to encode arbitrary functions definable in the target programming language [Damm and Josko

1983; German et al. 1983, 1989; Goerdt 1985; Honda et al. 2006; Olderog 1984; Reus and Streicher

2011; Unno et al. 2013]. Additionally, we need to assume that the background theory is sufficiently

expressible to handle termination of non-deterministic programs. As usual for type systems of this

kind, soundness is an imperative requirement that ensures the veracity of the verification result,

while completeness says that, at least in theory, the verification system is as precise as possible.

We summarize the main contributions of the paper below.

• We present a novel type system for verification of non-deterministic higher-order functional

programs. The type system facilitates combined universal and existential reasoning, and is

able to verify rich classes of properties including (conditional) safety, non-safety, termination,

and non-termination.

• We show that the type system enjoys desirable meta-theoretic properties. Specifically, we

show that the type system is sound and relatively complete, and that the types are closed

under complement.

The rest of the paper is organized as follows. In Section 2, we give an informal overview of the

type system by examples, focusing on the combined reasoning aspect. Section 3 formalizes the

target programming language, and Section 4 and Section 5 formally present the type system. For

exposition, we split the presentation in two parts so that we first present a simpler type system

that is sound but incomplete in Section 4 and then describe the relatively-complete full type system

in Section 5. The simpler system lacks the intricacies that are needed for relative completeness,

such as Gödel encoding of function-type values and intersection and union types. However, it is

suited for conveying the essence of how universal and existential reasoning can be integrated in

1
We refer to Section 4 for the formal definition of the types.

2
Technically, for relative completeness, we need to restrict the domain of functions to the definable ones (cf. Section 6).
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e(a) e(b) e(c)

let rec f x y =
if x <= y then
0

else
f (x-1) y

in
let x = 10**9 in
let y = 0 in
let z = * in

(f x y) + z

let rec f x y =
if x <= y then
0

else
let w = * in
if w > x then
f (x-1) y

else
f x y

in
let x = 10**9 in
let y = 0 in
let z = * in
(f x y) + z

let rec app f x =
if x > 0 then

app f (x-1)
else

f x
in
let rec g x =

if x = 0 then
()

else
app g x

in
let b = * in
if b then g (-1)
else ()

{u :int | u = 1}∃∃ {u :int | u = 1}∃∃ {u :unit | ⊥}∃∀

Fig. 1. Examples and the corresponding properties

a type system. Section 6 discusses the meta-theoretic properties of the type system. We discuss

related work in Section 7, and conclude the paper in Section 8. Omitted proofs are given in the

extended version of this paper [Unno et al. 2017].

2 INFORMAL OVERVIEW
We give an informal overview of the type system, with the focus on demonstrating the power of

combined universal and existential reasoning.

Example 2.1. Consider the program e(a) shown in Fig. 1, written in an OCaml like syntax. The

program calls the function f with the argument x set to 10
9
and y set to 0, and adds a non-

deterministic integer value z to the returned result. Here, the expression ∗ evaluates to a non-

deterministic integer. We would like to prove that there exists an evaluation of the program that

results in the final value of 1. The property is expressed by the type {u :int | u = 1}∃∃. Therefore,
we would like derive the judgement ⊢ e(a) : {u :int | u = 1}∃∃. To do this, we first derive that f has

the following type σf∀∃ .

σf∀∃ ≜ (x :∀int) → (y :∀ {u :int | u ≤ x}) → {u :int | u = 0}∀∃

The type says that the function, given any arguments x andy such thaty ≤ x , always terminates and

returns 0. Note that this is a conditional termination property. As we shall show in more detail later in

the paper, such a derivation can be done by using the well-founded relation x > x ′∧y = y ′∧x ≥ y
and the typing rule T-Total (cf. Fig. 5).

Then, by applying the subtyping rule T-Sub (cf. Fig. 5), we derive

Γ ⊢ f : σf∀∃ Γ ⊢ σf∀∃ <: σf∃∃

Γ ⊢ f : σf∃∃
(T-Sub)

where Γ is the type environment at the sub-derivation and σf∃∃ is the following type.

σf∃∃ ≜ (x :∀int) → (y :∀ {u :int | u ≤ x}) → {u :int | u = 0}∃∃
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The type says that, given any arguments x and y such that y ≤ x , there is an evaluation of the

function that results in the return value of 0. Indeed, the property holds for any function having

the type σf∀∃ . Using σf∃∃ , we derive the type {u :int | u = 0}∃∃ for the function application f x y
(cf. T-App∀ in Fig. 5). From this and the rule T-Rnd for typing non-deterministic choices, we

obtain the type {u :int | u = 1}∃∃ for the whole program. The type system handles existential

non-deterministic choices by the Skolemization technique (cf. T-Skolem and S-Skolem in Fig. 5).

Roughly, the technique synthesizes a predicate that specifies a sufficient condition for the existential

bound variable to be used universally in the context, and checks the non-emptiness of the bound

type conditioned on the predicate and the current typing context. In the case of this example, we

have the existential variable binding z :∃ {u :int | ⊤}, where ⊤ represents tautology. We synthesize

the Skolemization predicate ϕ(z) ≜ z = 1, and check the non-emptiness of ∃z.⊤ ∧ ϕ(z) (which
holds trivially). ▲

The example above demonstrates the application of (conditional) termination verification, which

proves that for every inputs (satisfying a certain condition) the function terminates and reduces to

a certain value, to prove the existence of an evaluation satisfying a certain property. Importantly,

the termination verification only requires a quite simple well-foundedness termination argument.

Note that verifying the example by more standard methods such as state space exploration and

testing can be much more costly, because such methods would go through one billion recursive

function calls in order to discover an evaluation path reaching the program output.

Example 2.2. Next, we consider the program e(b) shown in Fig. 1. The program is a modification of

e(a). The function f now has an additional control path so that, when x > y, it non-deterministically

chooses an integer value for w and calls f (x − 1) y if w > x or calls f x y otherwise. The program
still satisfies the property {u :int | u = 1}∃∃ because, starting from x = 10

9
and y = 0, there exists

an evaluation path of the function that leads to the return value of 0. To verify the property, the

type system derives the type σf∃∃ for the modified f.
The derivation of σf∃∃ for f is similar to that of deriving the type σf∀∃ for the unmodified f

in Example 2.1, and it is done by the application of T-Total. It may use the same well-founded

relation x > x ′ ∧ y = y ′ ∧ x ≥ y, except that we now must handle the internal non-deterministic

choice in the function. The latter is done by T-Rnd and the Skolemization of the existential binding

w :∃ {u :int | ⊤} with the predicate ϕ(x, w) ≜ w > x. Then, using the type σf∃∃ for f, we derive the
type {u :int | u = 1}∃∃ for the whole program in the same way as in Example 2.1. ▲

In Example 2.2, the modified f has an internal non-determinism that needs to be properly handled

to derive the target property. The example demonstrates the ability of the type system to combine

reasoning via well-foundedness termination argument and existential non-determinism. As result,

we obtain a succinct proof of the existence of a non-trivial evaluation path.

Example 2.3. Next, we consider the program e(c) shown in Fig. 1, which is adopted from [Kuwahara

et al. 2014]. It contains a higher-order recursive function app and a recursive function g. We would

like to verify that the program has the type {u :unit | ⊥}∃∀. Here, ⊥ represents contradiction.

Therefore, the type specifies that there exists a non-terminating evaluation, that is, it expresses

the (unconditional) non-termination property. Indeed, the program satisfies the property because

the evaluation of the function application g n with any negative integer n induces the following

infinite sequence of function calls: g n →∗ app g n →∗ g n →∗ . . . .

In order to derive the judgement ⊢ e(c) : {u :unit | ⊥}∃∀, we derive the following types σapp and
σg for app and g, respectively.

σg ≜ (x :∀ {u :int | u < 0}) → {u :unit | ⊥}∀∀
σapp ≜ (f :∀ (x :∀ {u :int | u ≤ 0}) → {u :unit | ⊥}∀∀) → {u :unit | ⊥}∀∀
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(expressions) e ::= x | n | v1 op v2 | ifz v then e1 else e2
| rec(f , x̃ , e) | v1 v2 | let x = e1 in e2 | let x = ∗ in e

(values) v ::= x | n | rec(f , x̃ , e) ṽ
(simple types) T ::= int | T1 → T2

(simple type environments) A ::= ∅ | A,x : T

Fig. 2. The syntax of L.

n1 op n2
ϵ

−→ JopK (n1,n2) (E-Op)

ifz 0 then e1 else e2
ϵ

−→ e1 (E-IfZ)

n , 0

ifz n then e1 else e2
ϵ

−→ e2
(E-IfNZ)

|x̃ | = |ṽ |

rec(f , x̃ , e) ṽ
ϵ

−→ [rec(f , x̃ , e)/f , ṽ/x̃]e
(E-App)

let x = ∗ in e
n

−→ [n/x]e (E-Rnd)

let x = v in e
ϵ

−→ [v/x]e (E-LetV)

e1
ñ

−→ e ′
1

let x = e1 in e2
ñ

−→ let x = e ′
1
in e2

(E-Let)

e
ϵ
=⇒ e (E-Refl)

e1
ñ1

−→ e2 e2
ñ2

=⇒ e3

e1
ñ1 ·ñ2

=⇒ e3

(E-Trans)

Fig. 3. The operational semantics of L.

The derivation of the function types are done by the applications of the rule T-Partial (cf. Fig. 5).

Note that the types express safety properties. For instance, σg says that the function always diverges

given any negative integer argument. Equipped with these types for g and app, we derive the

desired type {u :unit | ⊥}∃∀ for the program. This involves applying T-Rnd, and the Skolemization

of the existential binding b :∃ {u :bool | ⊤} with the predicate ϕ(b) ≜ b = true. ▲

Example 2.3 demonstrates how our type system allows proofs of safety properties to be used

for proving non-termination. While such a combination has been observed previously [Chen et al.

2014; Kuwahara et al. 2015], to our knowledge, our work is the first to realize the combination in a

unified framework of a type system.

3 PRELIMINARIES
In this section, we introduce a simple higher-order strict functional language with non-determinism,

L, which is the target of our refinement type system. Fig. 2 shows the syntax of L. Here, x is a

meta-variable ranging over variables, and n represents integer constants. x̃ represents a sequence

of variables. We write ϵ for the empty sequence and |x̃ | for the length of x̃ . For simplicity, our

language has only integers as a base type. The symbol op ranges over binary integer operators and

is either the integer addition + or the integer multiplication ×. An expression rec(f , x̃ , e) represents
a (possibly recursive) function f with arguments x̃ and a body e . We here assume that |x̃ | , 0. An

expression let x = ∗ in e generates a random integer n and evaluates e with x bound to n, and
is the only source of (internal) non-determinism. The value rec(f , x̃ , e) ṽ represents a function

closure where |ṽ | < |x̃ |. We write fvs(e) for the set of free variables that occur in e . We say that e is
closed if fvs(e) = ∅.
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(qualified types) σ := ϕ � τQ1Q2

(dependent refinement types) τ ::= {x | ϕ} | (x :Q τ ) → σ
(type environments) Γ ::= ∅ | Γ, x :Q τ

Fig. 4. The syntax of refinement types.

We assume that the expressions are simply-typed. Also, to simplify the proof of relative com-

pleteness (cf. Section 6.3), we assume that the sub-expressions e1 and e2 of ifz v then e1 else e2,
rec(f , x̃ , e1), let x = e in e1, and let x = ∗ in e1 only evaluate to integers. This does not lose

generality because an arbitrary program can be converted to such a form by, for example, the

continuation-passing style (CPS) transformation.
3

Fig. 3 shows the call-by-value operational semantics of the language. Here, e
ñ

−→ e ′ means that

e is reduced to e ′ in one step with ñ = n if an integer n is randomly generated during the reduction

and ñ = ϵ if the reduction is deterministic. The multi-step reduction relation e
ñ
=⇒ e ′ means that

e is reduced to e ′ in zero or more number of steps and ñ is the sequence of integers randomly

generated during the reduction.

The evaluation rules are mostly self-explanatory. We comment on the less standard rules. In

E-Rnd, the expression let x = ∗ in e is reduced to [n/x] e for a randomly generated integer n. In
E-op, J+K and J×K respectively represent the integer addition and multiplication. The evaluation

relation satisfies the following property.

Proposition 3.1. If e
ñ
=⇒ e1 and e

ñ
=⇒ e2, then e1

ϵ
=⇒ e2 or e2

ϵ
=⇒ e1.

4 REFINEMENT TYPE SYSTEM
We present our refinement type system. For exposition, we present a simpler type system that is

sound but incomplete in this section, and then describe the relatively-complete full type system in

Section 5. The simpler system lacks the intricacy that are needed for relative completeness, such as

Gödel encoding of function-type values and intersection and union types. However, it is suited

for conveying the essence of how universal and existential reasoning can be integrated in a type

system.

Fig. 4 shows the syntax of refinement types. Here, Q is either ∀ or ∃. A refinement base type

{x | ϕ}, equipped with a refinement predicate ϕ, represents the type of integers x that satisfy

ϕ. Here, ϕ is an integer arithmetic formula.
4
We write ⊤ and ⊥ respectively for tautology and

contradiction. We write |= ϕ when ϕ is valid. We often abbreviate {x | ϕ} as int when ϕ is valid

(e.g., {x | ⊤} = int). The type (x :∀τ ) → σ is a dependent function type, consisting of the argument

type τ and the return type σ . It represents a type of functions that, given any argument x of the

type τ , behave according to the type σ . By contrast, the dependent function type (x :∃τ ) → σ with

the existentially bound argument is the type of functions that, given some argument x of the type τ ,
behave according to σ . We sometimes abbreviate (x :∀τ ) → σ as τ → σ if x does not occur in σ . In
(x :∀τ ) → σ and (x :∃τ ) → σ , the variable x is interpreted as integers in the refinement predicates

in σ , even when the argument type τ is a function type. In the latter, the passed functions are

assumed to be encoded as integers (cf. Section 5.1). We let σ range over types qualified by the ∀-∃
3
An analogous assumption is used in the previous work on higher-order program verification [Kobayashi 2009; Terauchi

2010; Unno et al. 2013].

4
For relative completeness, we require that the background theory of refinement predicates is second-order arithmetic, but

any subset (e.g., quantifier-free first-order theory of linear arithmetic) is sufficient for soundness.

Proceedings of the ACM on Programming Languages, Vol. 2, No. POPL, Article 12. Publication date: January 2018.



12:8 Hiroshi Unno, Yuki Satake, and Tachio Terauchi

modes. A qualified type is also equipped with a logical formula ϕ, which we call a guard. We often

abbreviate ϕ � τQ1Q2
as τQ1Q2

when ϕ is ⊤. Later in Section 5, we extend σ to range over guarded
intersection and union types. For this section, it is safe to assume that guard formulas are always ⊤,

except for the return type of the function at the typing rule T-Total where the formula is used

to express the well-foundedness condition (cf. Section 4.1). We often write ty(τ ) (resp. ty(σ )) for
the simple type obtained from τ (resp. σ ) by removing refinement predicates, qualifiers, guards,

intersections, and unions.

We write fvs(τ ) and fvs(σ ) for the set of free variables of τ and σ respectively, which are defined

inductively as shown below.

fvs({x | ϕ}) ≜ fvs(ϕ) \ {x}
fvs((x :Q τ ) → σ ) ≜ fvs(τ ) ∪ (fvs(σ ) \ {x})
fvs(ϕ � τQ1Q2 ) ≜ fvs(ϕ) ∪ fvs(τ )

Note that the scope of x in {x | ϕ} is ϕ, and the scope of x in (x :Q τ ) → σ is σ (but not τ ).
We define the order ⊑ among the qualifiers as follows: Q∃ ⊑ Q∀ and ∀Q ⊑ ∃Q for any Q . Note

that ({∀∀,∀∃,∃∀,∃∃},⊑) is a lattice. The order is used to formalize the subtyping relationship

(cf. Section 4.1). The intuition behind the order can be understood as follows: total correctness

types can be used as partial correctness types and demonic types can be used as angelic types. Note

that ∀∃ is the strongest element, and we often abbreviate τ ∀∃ as τ .
We remark that a value can always be assigned the qualifier ∀∃ because it is pure, i.e., it never

causes non-termination or non-determinism. Note also that, because our target language L is strict,

an argument passed to a function is always a value. Therefore, they too can be safely assumed to be

qualified by ∀∃. This is why the function argument types and the types bound in type environments

do not carry qualifiers (i.e., they are of the form x :Q τ rather than x :Q σ ). Also, a partial application
rec(f , x̃ , e) ṽ (i.e., where |ṽ | < |x̃ |) is a value and is pure. Then, because function bodies only

evaluate to integers, each function can be assigned a type of the form (x1 :
Q1 τ1) → (· · · → ((xm :

Qm

τm) → σ )∀∃ · · · )∀∃ where σ is a (qualified and guarded) refinement base type. We often abbreviate

the type as (x̃ :Q̃ τ̃ ) → σ , where x̃ = x1, · · · ,xm , τ̃ = τ1, · · · ,τm , and Q̃ = Q1, · · · ,Qm . In what

follows, we assume that τ in ϕ � τQ1Q2
is of the form {x | ϕ}.

As usual, we assume that the variables bound in a type environment are distinct. We write Γ,ϕ
for Γ,ν :∀ {ν | ϕ} where ν is fresh. We define dom(Γ) = {x | x :Q τ ∈ Γ}, and write Γ(x) = τ if

x :Q τ ∈ Γ. We also use ∆ as a meta-variable ranging over type environments that do not contain an

existential binding x :∃τ (and use Γ to range over type environments that contain or do not contain

existential bindings).

4.1 Typing Rules
Fig. 5 shows the typing and subtyping rules. A typing judgement Γ ⊢ e : σ means that an expression

e has a type σ under a type environment Γ. A subtyping judgement Γ ⊢ σ1 <: σ2 means that σ1 is a
subtype of σ2 under Γ.
In Fig. 6, the auxiliary functions ⌊Γ ⊢ ϕ⌋, ⌊⊢ x : τ ⌋ and ⌊⊢ x : σ ⌋ return an arithmetic formula.

Intuitively, ⌊Γ ⊢ ϕ⌋ holds if ϕ is valid for any valuation of the variables conforming to Γ whereas

⌊⊢ x : τ ⌋ (resp. ⌊⊢ x : σ ⌋) represents the condition for x to satisfy the property denoted by τ (resp.

σ ). Roughly, these functions provide Gödel encodings of the denotational semantics of the types

(cf. Section 5.2). The formal definition of the notations TeU, x ⇓, ev(x ,y), valT (x), expT (x), and
app(x ,y) are deferred to Section 5.1 (TeU is used in the definition of the auxiliary function ⌊v⌋ in
Fig. 6). Roughly, TeU is the encoding function for expressions, x ⇓ is the predicate which states that

the expression encoded by x terminates, ev(x ,y) says that the expression encoded by x evaluates
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τf = (x̃ :Q̃ τ̃ ) → τQ∀

∆, x̃ :Q̃ τ̃ , f :∀τf ⊢ e : τQ∀

∆ ⊢ rec(f , x̃ , e) : τf
(T-Partial)

τ ′f = (ỹ :Q̃ τ̃ ′) → ϕ � (τ ′)Q∃

τf = (x̃ :Q̃ τ̃ ) → τQ∃ =α (ỹ :Q̃ τ̃ ′) → (τ ′)Q∃
{x̃} ∩ {ỹ} = ∅ fvs(ϕ) ⊆ ({x̃ , ỹ} ∪ dom(∆))

|= ⌊∆ ⊢ WF(λx̃ỹ.ϕ)⌋ ∆, x̃ :Q̃ τ̃ , f :∀τ ′f ⊢ e : τQ∃

∆ ⊢ rec(f , x̃ , e) : τf
(T-Total)

∆ ⊢ v1 : (x :
∀τ ) → σ ∆ ⊢ v2 : τ

∆ ⊢ v1 v2 : [⌊v2⌋ /x]σ
(T-App∀)

∆ ⊢ v1 : (x :
∃τ ) → σ

|=
⌊
∆,x :∀τ , Γ ⊢ x = ⌊v2⌋

⌋
∆, Γ ⊢ v1 v2 : [⌊v2⌋ /x]σ

(T-App∃)

ty(∆(x)) = int

∆ ⊢ x : {ν | ν = x}
(T-VInt)

ty(∆(x)) , int

∆ ⊢ x : ∆(x)
(T-VFun)

∆ ⊢ n : {x | x = n} (T-Int)

∆ ⊢ v1 : int ∆ ⊢ v2 : int

∆ ⊢ v1 op v2 : {x | x = (v1 op v2)}
(T-Op)

∆ ⊢ v : int
∆,v = 0 ⊢ e1 : σ ∆,v , 0 ⊢ e2 : σ

∆ ⊢ ifz v then e1 else e2 : σ
(T-If)

∆ ⊢ e1 : τ
Q1Q2

1

∆,x :∀τ1 ⊢ e2 : τQ1Q2

2
x < fvs(τ2)

∆ ⊢ let x = e1 in e2 : τ
Q1Q2

2

(T-Let)

∆,x :Q1 int ⊢ e : τQ1Q2 x < fvs(τ )

∆ ⊢ let x = ∗ in e : τQ1Q2

(T-Rnd)

|=
⌊
∆,x :∃τ ⊢ ϕ

⌋
∆,x :∀τ ,ϕ, Γ ⊢ e : σ

∆,x :∃τ , Γ ⊢ e : σ
(T-Skolem)

∆ ⊢ e : σ ′ ∆ ⊢ σ ′ <: σ

∆ ⊢ e : σ
(T-Sub)

|= ⌊∆ ⊢ ϕ2 ⇒ ϕ1⌋ ∆,ϕ2 ⊢ σ1 <: σ2

∆ ⊢ ϕ1 � σ1 <: ϕ2 � σ2
(S-Guard)

∆ ⊢ τ1 <: τ2 Q1Q
′
1
⊑ Q2Q

′
2

∆ ⊢ τ
Q1Q ′

1

1
<: τ

Q2Q ′
2

2

(S-Qual)

|= ⌊∆ ⊢ ϕ1 ⇒ ϕ2⌋

∆ ⊢ {ν | ϕ1} <: {ν | ϕ2}
(S-Int)

∆ ⊢ τ2 <: τ1 ∆,x :∀τ2 ⊢ σ1 <: σ2
∆ ⊢ (x :∀τ1) → σ1 <: (x :

∀τ2) → σ2
(S-Fun∀∀)

∆ ⊢ τ <: τ1 ∆ ⊢ τ <: τ2
∆,x :∃τ ⊢ σ1 <: σ2

∆ ⊢ (x :∀τ1) → σ1 <: (x :
∃τ2) → σ2

(S-Fun∀∃)

∆ ⊢ τ1 <: τ2 ∆,x :∀τ1 ⊢ σ1 <: σ2
∆ ⊢ (x :∃τ1) → σ1 <: (x :

∃τ2) → σ2
(S-Fun∃∃)

∆′ = ∆,x1 :
∀τ1,x2 :∀τ2,y1 :∀τ1,y2 :∀τ2

|= ⌊∆′ ⊢ x1 = x2 ∧ y1 = y2 ⇒ x1 = y1⌋
∆,x1 :

∀τ1,x2 :∀τ2,x1 = x2 ⊢ σ1 <: σ2
σϕ,Q = T̃ → {ν | ϕ}QQ

∆,x1 :
∀τ1,x2 :∃τ2,x1 , x2 ⊢ σ1 <: σ⊥,∃

∆,x2 :
∀τ2,x1 :∃τ1,x1 , x2 ⊢ σ⊤,∀ <: σ2

∆ ⊢ (x1 :
∃τ1) → σ1 <: (x2 :

∀τ2) → σ2
(S-Fun∃∀)

|=
⌊
∆,x :∃τ ⊢ ϕ

⌋
∆,x :∀τ ,ϕ, Γ ⊢ τ1 <: τ2

∆,x :∃τ , Γ ⊢ τ1 <: τ2
(S-Skolem)

Fig. 5. The derivation rules of Γ ⊢ e : σ and Γ ⊢ σ1 <: σ2 (except those for intersections and unions).

to the value encoded by y, valT (x) (resp. expT (x)) represents that x encodes an L-definable value

(resp. expression) of the simple typeT , and app(x ,y) returns the integer that encodes the application
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⌊∅ ⊢ ϕ⌋ = ϕ⌊
Γ,x :∀τ ⊢ ϕ

⌋
= ⌊Γ ⊢ ∀x .(⌊⊢ x : τ ⌋ ⇒ ϕ)⌋⌊

Γ,x :∃τ ⊢ ϕ
⌋
= ⌊Γ ⊢ ∃x .(⌊⊢ x : τ ⌋ ∧ ϕ)⌋

⌊⊢ x : {ν | ϕ}⌋ = [x/ν ]ϕ

⌊⊢ x : (τ ,∀∃)⌋ = x⇓ ∧
⌊
⊢ x : τ ∀∀

⌋
⌊⊢ x : (τ ,∀∀)⌋ = ∀y.(ev(x ,y) ⇒ ⌊⊢ y : τ ⌋)

⌊⊢ x : (τ ,∃∃)⌋ = ∃y.(ev(x ,y) ∧ ⌊⊢ y : τ ⌋)

⌊⊢ x : (τ ,∃∀)⌋ = ¬(x⇓) ∨
⌊
⊢ x : τ ∃∃

⌋⌊
⊢ x :

((
ν :Q τ

)
→ σ

)⌋
= valty(τ→σ )(x) ∧

⌊
ν :Q τ ⊢ ∀r .(r = app(x ,ν ) ⇒ ⌊⊢ r : σ ⌋)

⌋⌊
⊢ x :

(
ϕ � τQ1Q2

)⌋
= expty(τ )(x) ∧ (ϕ ⇒ ⌊⊢ x : (τ ,Q1Q2)⌋)

⌊v⌋ =

{
v (if v is an integer value)

TvU (otherwise)

Fig. 6. The auxiliary functions for the typing rules.

of the function expression encoded by x to the value encoded by y. Note that the encoding function
⌊v⌋ for values does nothing if v is an integer value.

We describe the typing rules. The rule T-Partial (resp. T-Total) assigns a partial (resp. total)

correctness type to a recursive function f . T-Partial is the standard rule for typing recursive

functions, and as expected, it ensures partial correctness. By contrast, T-Total requires that the

pair of the arguments x̃ passed to a call to f and those ỹ passed to its recursive call is included in a

well-founded relation in order to guarantee termination. We call a predicate p = λx̃ .ϕ well-founded
and write WF(p), if the arity of p is 2 × n for some n and there is no infinite sequence t̃1, t̃2, . . .
such that |̃ti | = n and p (̃ti , t̃i+1) holds for all i ≥ 1. Also, we write τ1 =α τ2 if τ1 and τ2 are alpha
equivalent. Let us consider the following expression as an example:

esum ≜ rec(sum,x , ifz x then 0 else let r = sum (x − 1) in x + r )

We can derive the judgement ⊢ esum : (x : {x | x ≥ 0}) → {y | y ≥ x}∀∃ because we can derive

Γsum ⊢ let r = sum (x − 1) in x + r : {y | y ≥ x}∀∃ for

Γsum ≜ x :∀ {x | x ≥ 0} , sum :∀ (x ′
: {x ′ | x ′ ≥ 0}) → x > x ′ ≥ 0� {y ′ | y ′ ≥ x ′}

∀∃ ,x , 0

and |= WF(λ(x ,x ′).x > x ′ ≥ 0). The rule is analogous to those proposed previously for asserting

termination in dependent-refinement type systems [Vazou et al. 2014; Xi 2001].

In the rule T-Let, the qualifiers of the types of the consecutively executed expressions e1 and
e2 must coincide, and the variable x which stores the value of e1 is always bound universally. By

contrast, in the rule T-Rnd, the variable x which stores the randomly generated integer is allowed

to be bound existentially, assuming that the qualifier of the type of the body e is of the form ∃Q .
For example, the derivation of x :∀int ⊢ let y = ∗ in x + y : {ν | ν = 0}∃∃ has the following root.

x :∀int,y :∃int ⊢ x + y : {ν | ν = 0}∃∃

x :∀int ⊢ let y = ∗ in x + y : {ν | ν = 0}∃∃

As we shall show below, the antecedent x :
∀ int,x :

∃ int ⊢ x +y : {ν | ν = 0}∃∃ can be derived by

applying the T-Skolem rule.

T-App∀ and T-App∃ are rules for function applications v1 v2. T-App∀ is the standard rule for

function applications in dependent refinement type systems (see, e.g., [Rondon et al. 2008; Terauchi

2010; Unno and Kobayashi 2009]). Recall that the notation ⌊v⌋ denotes the encoding of the value
v . By contrast, T-App∃ is a non-standard rule introduced for handling function types (x :∃τ ) → σ
with the existential binding. For the sake of exposition, assume here that Γ only contains existential

bindings. Then, roughly, the antecedent |=
⌊
∆,x :∀τ , Γ ⊢ x = ⌊v2⌋

⌋
says that for any valuation
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conforming to the type environment ∆,x :∀ τ , we can select some valuation of the existentially

bound variables in Γ such that ⌊v2⌋ becomes equivalent to the valuation of x . That is, it checks
if every value of τ can be obtained by selecting the values of existentially bound variables in

Γ. If the check succeeds, the rule concludes that v1 v2 has the type [⌊v2⌋ /x]σ . For example, let

e ≜ let y = ∗ in f y and ∆ ≜ f :∀ (x :∃ int) → {z | ⊥}∃∀. The type of f says that there is an

integer n such that f n may diverge. By T-Rnd and T-App∃, we have

∆ ⊢ f : (x :∃int) → {z | ⊥}∃∀ |=
⌊
∆,x :∀int,y :∃int ⊢ x = y

⌋
∆,y :∃int ⊢ f y : {z | ⊥}∃∀

∆ ⊢ e : {z | ⊥}∃∀

Because |=
⌊
∆,x :∀int,y :∃int ⊢ x = y

⌋
holds, we can conclude that e also has the type {z | ⊥}∃∀,

and therefore may diverge. Note that if the type of f were (x :∃int) → {z | ⊥}∀∀ instead, T-Rnd

would not allow e to have the incorrect type {z | ⊥}∀∀ saying that e always diverges.
The rules T-Skolem and S-Skolem skolemize an existentially bound variable x :∃τ in the type

environment, which may be introduced by the rules T-Partial, T-Total, and T-Rnd. As remarked

in Section 2, the rules introduce a Skolemization predicate ϕ that specifies a sufficient condition

for the existentially bound variable to be used universally in the context (which is expressed by

the antecedents ∆,x :
∀ τ ,ϕ, Γ ⊢ e : σ and ∆,x :

∀ τ ,ϕ, Γ ⊢ τ1 <: τ2 respectively), and check the

non-emptiness of the bound type conditioned on the predicate and the current typing context

(expressed by the antecedent |=
⌊
∆,x :∃τ ⊢ ϕ

⌋
). For example, x :∀int,y :∃int ⊢ x +y : {z | z = 0}∃∃

from the above discussion is derivable by using T-Skolem because |=
⌊
x :∀int,y :∃int ⊢ y = −x

⌋
and x :

∀ int,y :∀ int,y = −x ⊢ x + y : {z | z = 0}∃∃ are derivable. Note that we need to apply

the Skolemization rules eagerly before we apply the other rules because they require the type

environment ∆ to contain no existential binding.
5

The rule T-Subweakens a type assigned to an expression into a subtype. The rule S-Guard can be

used to eliminate the guard of types introduced by T-Total. The rule S-Qual changes the qualifier of

types according to the order ⊑. The rules S-Int and S-Fun∀∀ are standard and adopted from the pre-

vious work on dependent refinement types for partial correctness [Rondon et al. 2008; Terauchi 2010;

Unno and Kobayashi 2009]. The subtyping rules S-Fun∀∃, S-Fun∃∃, and S-Fun∃∀ are for deriving

subtyping judgements related to function types that handle function types (x :∃τ ) → σ with the ex-

istential binding. In the rule S-Fun∃∀, the antecedent |= ⌊∆′ ⊢ x1 = x2 ∧ y1 = y2 ⇒ x1 = y1⌋ checks
that the intersection of the sets of values represented by τ1 and τ2 is empty or singleton, and σ⊥,∃
(resp. σ⊤,∀) denotes the empty set (resp. the set of all the expressions whose simple type is ty(σ2)).
For example, we can derive ⊢ (x :∃ {x | x ≥ 0}) → {y | y = x}∀∃ <: (x :∃ int) → {y | y ≥ 0}∀∃ by

S-Fun∃∃, ⊢ (x :∀ {x | x ≥ 0}) → {y | y = x}∀∃ <: (x :∃ {x | x ≤ 1}) → {y | y = 1}∀∃ by S-Fun∀∃,
and ⊢ (x :∃ {x | x = 1}) → {y | y = 0}∀∀ <: (x :∀ {x | x = 1 ∨ x = 2}) → {y | x = 1 ⇒ y = 0}∀∀ by

S-Fun∃∀. These rules are useful for adjusting the types of function arguments and free variables

that are provided by external environments.

5
Though we could design the type system based on a lazy Skolemization approach, the Skolemization rules must be anyway

applied before we type-check expressions consisting of multiple sub-expressions so that we can synchronize the valuation

of existentially bound variables across the sub-expressions.

Proceedings of the ACM on Programming Languages, Vol. 2, No. POPL, Article 12. Publication date: January 2018.



12:12 Hiroshi Unno, Yuki Satake, and Tachio Terauchi

4.2 Examples
We show the type derivations of Examples 2.1, 2.2 and 2.3. The examples are desugared as follows.

e(a) ≜ let f = rec(f, (x ,y), ef
(a)) in

let x = 10∗∗9 in let y = 0 in let z = ∗ in letw = f x in letw ′ = w y inw ′ + z

e(b) ≜ let f = rec(f, (x ,y), ef
(b)) in

let x = 10∗∗9 in let y = 0 in let z = ∗ in letw = f x in letw ′ = w y inw ′ + z

e(c) ≜ let app = rec(app, f x , eapp) in let g = rec(g,x , eg) in
let b = ∗ in ifz b then g (−1) else 0

where ef
(a), e

f
(b), eapp and eg are the following expressions.

ef
(a) ≜ let v = x ≤ y in ifz v then 0 else (let v = x − 1 in let f′ = f v in f′ y)

ef
(b) ≜ let v = x ≤ y in

ifz v then 0

else letw = ∗ in let v = w > x in
ifz v then let v = x − 1 in let f′ = f v in f′ y else let f′ = f x in f′ y

eapp ≜ let v = x > 0 in ifz v then app f (x − 1) else f x

eg ≜ let v = x = 0 in ifz v then 0 else app g x

Here, Boolean values are encoded as integers. That is, for integersm, n and � ∈ {<, ≤},m J�Kn is

defined to be the binary operation that returns 0 ifm � n and returns 1 otherwise.

Γ2 ⊢ f : σf∀∃
(T-VFun)

· · · ∀∃ ⊑ ∃∃
Γ2 ⊢ σf∀∃ <: σf∃∃

(S-Qual)

Γ2 ⊢ f : σf∃∃
(T-Sub)

...

...

Γ2,w : τ ∃∃u=0 ⊢ w + z : τ ∃∃e(a)
(T-Sub)

Γ1, z :
∀int, z = 1 ⊢ e ′

(a) : τ
∃∃
e(a)

(T-Let)

Γ1, z :
∃int ⊢ e ′

(a) : τ
∃∃
e(a)

(T-Skolem)

...

x : int,y : int, f : τf ⊢ e
f
(a) : {u | u = 0}∀∃

|= ⌊⊢ WF(p)⌋

⊢ rec(f, (x ,y), ef
(a)) : σf∀∃

(T-Total)

Γ1, z :
∃int ⊢ e ′

(a) : τ
∃∃
e(a)

Γ1 ⊢ let z = ∗ in e ′
(a) : τ

∃∃
e(a)

(T-Rnd)

...

(T-Let)

⊢ e(a) : τ
∃∃
e(a)

(T-Let)

Fig. 7. Type derivation of Example 2.1

Derivation of Example 2.1. Fig. 7 shows the derivation for Example 2.1. We focus only on the

key parts of the derivation. Here, we would like to type e(a) as τ
∃∃
e(a) , where τe(a) = {u | u = 1}. As
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shown in the lower part of the figure, we first deconstruct the let bindings f, x , and y by applying

the rule T-Let to the bodies three times.

Then, as shown in the left branch of the figure, we apply T-Total with the well-founded relation

p(x ,y,x ′,y ′) ≜ x > x ′ ∧ y = y ′ ∧ x ≥ y to type the term rec(f, (x ,y), ef
(a)) as σf∀∃ where

τf = (x ′
:
∀int) → (y ′ :∀int) → p(x ,y,x ′,y ′)� {u | u = 0}∀∃ (cf. Example 2.1 for the definition of

σf∀∃ ). Hence, f is also given the type σf∀∃ . In the right branch, we apply T-Rnd to the judgement

Γ1 ⊢ let z = ∗ in e ′
(a) : τ

∃∃
e(a) , where

e ′
(a) ≜ letw = f x in letw ′ = w y inw ′ + z

Γ1 ≜ f : σf∀∃ ,x : {u | u = 10∗∗9} ,y : {u | u = 0}

We now would like to deconstruct let bindingw , however, the environment Γ1, z :
∃int includes

an existential binding of z, so that we first apply T-Skolem and eliminate the existential binding

from the environment, as shown in the upper part of the figure.

Let Γ2 be an environment Γ1, z :
∃int, z = 1. We apply subtyping rules to derive Γ2 ⊢ f : σf∃∃ and

derive the judgement Γ2 ⊢ e
′
(a) : τ

∃∃
e(a) .

· · ·

...

x :∀int,y :∀ {u | u ≤ x} , f :∀τf,w :
∀int,w > x ⊢ ef

′

(b) : {u | u = 0}∃∃

x :∀int,y :∀ {u | u ≤ x} , f :∀τf,w :
∃int ⊢ ef

′

(b) : {u | u = 0}∃∃
(T-Skolem)

x :∀int,y :∀ {u | u ≤ x} , f :∀τf ⊢ letw = ∗ in ef
′

(b) : {u | u = 0}∃∃
(T-Rnd)

x :∀int,y :∀ {u | u ≤ x} , f :∀τf ⊢ ef(b) : {u | u = 0}∃∃
(T-Let)(T-If)

⊢ rec(f, (x ,y), ef
(b)) : σf∃∃

(T-Total)

Fig. 8. Type derivation of Example 2.2

Derivation of Example 2.2. The derivation of e(b) is similar to that of e(a) except for the derivation

of ⊢ rec(f, (x ,y), ef
(b)) : σf∃∃ (cf. Example 2.1 for the definition of σf∃∃ ). Fig. 8 shows the key parts

of the derivation. We first apply T-Total to the judgement ⊢ rec(f, (x ,y), ef
(b)) : σf∃∃ and obtain

the judgement x :∀int,y :∀ {u | u ≤ x} , f :∀τf ⊢ ef(b) : {u | u = 0}∃∃ where τf ≜ (x ′
:
∀int) → (y ′ :∀

int) → (x > x ′ ∧ y = y ′ ∧ x ≥ y)� {u | u = 0}∃∃.
This is followed by the applications of T-Let and T-If. Here, ef

′

(b) is the following expression.

let v = w > x in ifz v then let v = x − 1 in let f′ = f v in f′ y
else let f′ = f x in f′ y

In the then branch, we apply T-Rnd to deconstruct the let binding ofw and apply T-Skolem with

respect tow . The rest of the derivation is analogous to Example 2.1.

Derivation of Example 2.3. Fig. 9 shows the key parts of the derivation for Example 2.3. Here,

Γ3 ≜ app :∀ σapp, g :∀ σg. The derivation of the types σapp for app and σg for g are standard and

omitted (cf. e.g., [Rondon et al. 2008; Terauchi 2010; Unno and Kobayashi 2009]).

To derive Γ3 ⊢ let b = ∗ in ifz b then g (−1) else 0 : {u | ⊥}∃∀, we first deconstruct the let
binding of b and apply T-Skolem with ϕ ≜ b = 0. Next, we apply T-If. In the left branch of the

derivation, we obtain the judgement Γ3,b :
∀ int,b = 0 ⊢ g (−1) : {u | ⊥}∃∀, which is justified by
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...

Γ3,b :
∀int,b = 0 ⊢ g (−1) : {u | ⊥}∃∀

Γ3,b :
∀int,b = 0,b , 0 ⊢ 0 : {u | u = 0}∀∃

(T-Int)

Γ3,b :
∀int,b = 0,b , 0 ⊢ 0 : {u | ⊥}∃∀

(T-Sub)

Γ3,b :
∀int,b = 0 ⊢ ifz b then g (−1) else 0 : {u | ⊥}∃∀

(T-If)

Γ3,b :
∃int ⊢ ifz b then g (−1) else 0 : {u | ⊥}∃∀

(T-Skolem)

Γ3 ⊢ let b = ∗ in ifz b then g (−1) else 0 : {u | ⊥}∃∀
(T-Rnd)

...

Fig. 9. Type derivation of Example 2.3

the types of g and app. In the right branch, we obtain the judgement Γ3,b :
∀int,b = 0,b , 0 ⊢ 0 :

{u | ⊥}∃∀. Note that T-Sub can be applied because b = 0 ∧ b , 0 |= ⊥.

5 RELATIVE COMPLETENESS EXTENSION
We present the relative completeness extension to the refinement type system. The key components

of the extension are Gödel encoding of function-type values (that was treated only informally in

Section 4) and guarded intersection and union types.
We extend the syntax of refinement types (cf. Fig. 4) by extending the qualified types σ to guarded

intersection and union types:

(guarded intersection and union types) σ :=
∨ℓ

i=1
∧mi

j=1

(
ϕi j � τ

Qi jQ ′
i j

i j

)
Here, we assume that ℓ,m1, . . . ,mℓ ≥ 1. We often omit

∨ℓ
i=1 if ℓ = 1, and omit

∨ℓ
i=1

∧mi
j=1 if

ℓ =mℓ = 1. Note that the qualified types in the non-extended system are of the latter restricted form.

Note also that we can safely assume that σ is always of the form (x̃ :Q̃ τ̃ ) →
∨ℓ

i=1
∧mi

j=1(ϕi j �τ
Qi jQ ′

i j
i j )

or

∨ℓ
i=1

∧mi
j=1(ϕi j � τ

Qi jQ ′
i j

i j ) such that ty(τi j ) = int.
The union types are used to express the complement of intersection types, as shown later in this

section. On the other hand, the guarded intersection types allow the type system to collectively

express different behaviors of functions and expressions depending on their arguments and free

variables, and are essential for the proof of relative completeness (cf. Section 6.3) where such types

are used to build the strongest type ST(e ; p̃) of an expression e with respect to given postconditions

p̃, whose formal definition is deferred to Section 5.1.

The notion of free variables are extended to intersection and union types as shown below.

fvs

(
ℓ∨
i=1

mi∧
j=1

σi j

)
≜

ℓ⋃
i=1

mi⋃
j=1

fvs(σi j )

Example 5.1. We can use a guarded intersection type to summarize (conditional) termination/non-

termination behavior of a function. The type

(x : int) → (x > 0� int∀∃) ∧ (x < 0� {y | ⊥}∀∀) ∧ (x = 0� int∃∃) ∧ (x = 0� {y | ⊥}∃∀)

says functions of this type always terminate if the argument x is positive, always diverge if x is

negative, and otherwise, non-deterministically terminate or diverge. ▲

Next, we formally define the complement types. As discussed in Section 1, we define the comple-

ments of the qualifiers as follows: ∀ = ∃ and ∃ = ∀.
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Definition 5.2 (Complement Types). The complement type ¬σ of σ is defined by:

¬

(
τQQ ′

)
≜ (¬τ )(Q )(Q ′)

¬ (ϕ � σ ) ≜ (¬ϕ � {x | ⊥}∀∃) ∧ ¬σ

¬

(
ℓ∨
i=1

mi∧
j=1

σi j

)
≜ DNF

(
ℓ∧
i=1

mi∨
j=1

¬σi j

)
¬ {x | ϕ} ≜ {x | ¬ϕ}

¬((x :Q τ ) → σ ) ≜ (x :Q τ ) → ¬σ

where DNF transforms a given intersection and union type to the disjunctive normal form.

Note here that ¬ (ϕ � σ ) can be interpreted as ϕ ∧ ¬σ because � means a (type-level) logical

implication. In the definition, the left-hand side ϕ of the intersection is represented as the guarded

type ¬ϕ � {x | ⊥}∀∃. The complement ¬σ of a given type σ can be used to witness that a given

expression violates the specification represented by σ . Thus, we believe complement types pave a

way to develop, in a future work, a verification method that simultaneously attempts a proof and

a refutation in a cooperative and unified manner. In Section 6.1, we show the correctness of the

definition, thereby showing that the types are closed under complement.

5.1 Encoding
Relative completeness for higher-order programs requires ameans of precisely expressing properties

of function values (i.e., partial applications). Following the previous work [Damm and Josko 1983;

German et al. 1983, 1989; Goerdt 1985; Honda et al. 2006; Olderog 1984; Reus and Streicher 2011;

Unno et al. 2013], we accomplish this by Gödel encoding. We remark that, as shown in [Unno et al.

2013], it is often possible to avoid explicit encoding in practice and that the encoding is unnecessary

for soundness.
6

We use a meta-variablew to range over closed values. A value substitution θ maps each variable

x ∈ dom(θ ) to a closed value of the same simple type as x . We write θ (e) for e but with each

variable x replaced by θ (x). For an expression e and a closed valuew , let EvaluatesTo(e,w) be the

condition ∃ñ. e ñ
=⇒ w , andAlwaysTerminates(e) be the condition ∀π ∈ Zω .∃ñ ∈ Pref (π ).∃w . e ñ

=⇒

w where Zω denotes the set of infinite sequences of integers and Pref (π ) denotes the set of

finite prefixes of the infinite sequence π . Note that EvaluatesTo(e,w) means that there exists a

(terminating) evaluation of e that reduces to the closed valuew , and AlwaysTerminates(e) means

that the evaluation of e always terminates. We define e ∼ e ′ by induction on the simple type of e
and e ′ as follows: for any closed valuew and substitution θ with dom(θ ) = fvs(e) ∪ fvs(e ′),

• AlwaysTerminates(θ (e)) ⇔ AlwaysTerminates(θ (e ′)),
• if ⊢s θ (e) : int, EvaluatesTo(θ (e),w) ⇔ EvaluatesTo(θ (e ′),w),

• if ⊢s θ (e) : T1 → T2 and EvaluatesTo(θ (e),w), then there isw ′
such that EvaluatesTo(θ (e ′),w ′)

andw w ′′ ∼ w ′w ′′
for any closed valuew ′′

with ⊢s w
′′
: T1, and

• if ⊢s θ (e) : T1 → T2 and EvaluatesTo(θ (e ′),w), then there isw ′
such that EvaluatesTo(θ (e),w ′)

andw w ′′ ∼ w ′w ′′
for any closed valuew ′′

with ⊢s w
′′
: T1.

Here, ⊢s is the typing relation of the simple type system.

We are now ready to describe the encoding. We write TeU for an integer term (in the theory of

second-order integer arithmetic) that encodes the expression e where fvs(TeU) = fvs(e). We assume

6
Technically, without encoding, the meaning of soundness would be different for open programs with free function-type

variables as the variables would also range over non-definable functions.
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that if e ∼ e ′ then |= TeU = Te ′U, which indicates that the quotient set of expressions induced by

the encoding is no more precise than the one induced by the equivalence relation ∼. We write TθU
(resp. ⌊θ⌋) for the integer substitution that maps each (possibly non-integer) variable x ∈ dom(θ )
to the integer Tθ (x)U (resp. ⌊θ (x)⌋). (Recall the definition of ⌊v⌋ in Fig. 6.)

We assume that there exist a binary function app : Z × Z→ Z, a binary relation ev ⊆ Z × Z, and
unary relations ⇓, valT , expT ⊆ Z for each type T such that, for any expression e , a value v , and a

value substitution θ where fvs(e) ∪ fvs(v) ⊆ dom(θ ), the following conditions hold:

• |= TθU(TeU) = Tθ (e)U
• |= app(TθU(TeU), ⌊θ⌋ (⌊v⌋)) = Tlet x = θ (e) in x (θ (v))U
• |= ev(TθU(TeU), ⌊θ⌋ (⌊v⌋)) if and only if ∃w .(EvaluatesTo(θ (e),w) ∧w ∼ θ (v))
• |= TθU(TeU)⇓ if and only if AlwaysTerminates(θ (e))
• |= valT (⌊θ⌋ (⌊v⌋)) if and only if ⊢s θ (v) : T
• |= expT (TθU(TeU)) if and only if ⊢s θ (e) : T

Note that it follows from the conditions that |= TxU = x , |= ⌊θ⌋ (⌊v⌋) = ⌊θ (v)⌋, and if |= Te1U = Te2U
then e1 ∼ e2. We write TeU⇑, meaning that e always diverges, as an abbreviation of the formula

¬∃x .ev(TeU,x). Accordingly, we define AlwaysDiverges(e) by ¬∃x .EvaluatesTo(e,x). We also write

app(x ,y1, . . . ,ym) as an abbreviation of app(. . . (app(app(x ,y1),y2), . . . ),ym).
We now formalize the strongest type ST(e; p̃) of an expression e with respect to given postcon-

ditions p̃, using the Gödel encoding and the guarded intersection types. Let the simple type of e

be T̃ → int. Note that, in our language, e is a function value if |T̃ | , 0, and an integer expression

otherwise. Thus, ST(e;p1, . . . ,pm) is defined as follows:

(x̃ :∀T̃ ) →
∧



app(TeU, x̃)⇓ �
{
ν

�� ev(app(TeU, x̃),ν )}∀∃ ,
app(TeU, x̃)⇑ � {ν | ⊥}∀∀ ,

¬app(TeU, x̃)⇓ ∧ ¬app(TeU, x̃)⇑ � {ν | ⊥}∃∀ ,
∃ν .(ev(app(TeU, x̃),ν ) ∧ p1(x̃ ,ν )) � {ν | p1(x̃ ,ν )}

∃∃ ,
...

∃ν .(ev(app(TeU, x̃),ν ) ∧ pm(x̃ ,ν )) � {ν | pm(x̃ ,ν )}
∃∃


Here,

{
ν

�� ev(app(TeU, x̃),ν )}∀∃ represents the strongest postcondition for the ∀∃ mode, and

the guard app(TeU, x̃)⇑ and ¬app(TeU, x̃)⇓ ∧ ¬app(TeU, x̃)⇑ for the postcondition {ν | ⊥}∀∀ and

{ν | ⊥}∃∀ represent the weakest precondition for e to always diverge and non-deterministically

diverge, respectively. For each i ∈ {1, . . . ,m}, the guard ∃ν .(ev(app(TeU, x̃),ν )∧pi (x̃ ,ν )) represents
the weakest precondition of the given postcondition {ν | pi (x̃ ,ν )}

∃∃
. In Section 6.3, we use strongest

types to prove the relative completeness.

5.2 Denotational Semantics
We define the denotational semantics of types. The denotation JΓ ⊢ σK of a guarded intersection

and union type σ under a type environment Γ is the set of expressions defined as shown in Fig. 10.

The denotation Jτ K of a refinement type τ is the set of closed values defined as follows:

J{x | ϕ}K ≜ {n | |= [n/x]ϕ}
q
(x :Q τ ) → σ

y
≜ {w ∈ Jty(τ → σ )K | Qw ′ ∈ Jτ K .w w ′ ∈ J[⌊w ′⌋ /x]σK}

Finally, the denotation JT K of a simple type T is the set of closed expressions defined as:

JT K ≜ {e | ⊢s e : T }
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J∅ ⊢ σK ≜ JσK
q
x :Q τ , Γ ⊢ σ

y
≜ {e | Qw ∈ Jτ K . [w/x] e ∈ J[⌊w⌋ /x] Γ ⊢ [⌊w⌋ /x]σK}

t
m∨
i=1

σi

|

≜
m⋃
i=1

JσiK

t
m∧
i=1

σi

|

≜
m⋂
i=1

JσiK

Jϕ � σK ≜ if |= ϕ then JσK else Jty(σ )K
q
τQ1Q2

y
≜

{
e ∈ Jty(τ )K

���� Q1π ∈ Zω .Q2ñ ∈ Pref (π ).Q2w ∈

{
w

���� e ñ
=⇒ w

}
.w ∈ Jτ K

}
Fig. 10. The denotational semantics of types.

For a type environment ∆ consisting of only universal bindings, we write θ |= ∆ if dom(θ ) = dom(∆)
and θ (x) ∈ Jθ (τ )K for all (x :∀τ ) ∈ ∆.
The following are immediate from the definition of the denotational semantics.

Proposition 5.3 (Subject Reduction). We have

• If e ∈
q
τ ∀Q

y
and e

ñ
−→ e ′, then e ′ ∈

q
τ ∀Q

y
.

• If e ∈
q
τ ∃Q

y
and e is not a value, then e

ñ
−→ e ′ ∈

q
τ ∃Q

y
for some ñ and e ′.

Proposition 5.4 (Subject Expansion). Suppose that e
ñ1

−→ e1 ∈ JσK. If e1 = e2 holds for any ñ2
and e2 such that e

ñ2

−→ e2, then e ∈ JσK.

Next, we state several lemmas about the denotational semantics that we use to prove meta-

theoretic properties of the type system in Section 6.

Lemma 5.5. The following two are equivalent:

• e ∈ J∆, Γ ⊢ σK
• θ (e) ∈ J⌊θ⌋ (Γ) ⊢ ⌊θ⌋ (σ )K for all value substitutions θ with θ |= ∆.

The following lemma states that

q
τQ1Q2

y
restricted to closed values is equivalent to Jτ K.

Lemma 5.6. Jτ K =
{
w | w ∈

q
τQ1Q2

y}
holds for any τ , Q1, and Q2.

The definition of

q
τQ1Q2

y
can be rewritten as shown in the following lemma:

Lemma 5.7. We have

•
q
τ ∀∃

y
=

{
e ∈ Jty(τ )K

�� AlwaysTerminates(e) ∧ e ∈
q
τ ∀∀

y}
•

q
τ ∀∀

y
= {e ∈ Jty(τ )K | ∀w ∈ Jty(τ )K .(EvaluatesTo(e,w) ⇒ w ∈ Jτ K)}

•
q
τ ∃∃

y
= {e ∈ Jty(τ )K | ∃w ∈ Jty(τ )K .(EvaluatesTo(e,w) ∧w ∈ Jτ K)}

•
q
τ ∃∀

y
=

{
e ∈ Jty(τ )K

�� ¬(AlwaysTerminates(e)) ∨ e ∈
q
τ ∃∃

y}
The following lemma says that refinement types are no more precise than the relation ∼:

Lemma 5.8. If e ∼ e ′ then e ∈ J∆ ⊢ σK ⇔ e ′ ∈ J∆ ⊢ σK for any ∆ and σ .

Proof. The statement follows from Lemma 5.7 and the assumption explained in Section 5.1 that

the Gödel encoding we adopted is not more precise than the equivalence relation ∼. □
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We next define the type subsumption relation JΓ ⊢ σ1 <: σ2K for guarded intersection and union

types:

J∅ ⊢ σ1 <: σ2K ≜ Jσ1K ⊆ Jσ2K
q
x :Q τ , Γ ⊢ σ1 <: σ2

y
≜ Qw ∈ Jτ K . J[⌊w⌋ /x] Γ ⊢ [⌊w⌋ /x]σ1 <: [⌊w⌋ /x]σ2K

Similarly, we define the subsumption relation JΓ ⊢ τ1 <: τ2K for refinement types:

J∅ ⊢ τ1 <: τ2K ≜ Jτ1K ⊆ Jτ2K
q
x :Q τ , Γ ⊢ τ1 <: τ2

y
≜ Qw ∈ Jτ K . J[⌊w⌋ /x] Γ ⊢ [⌊w⌋ /x]τ1 <: [⌊w⌋ /x]τ2K

We often abbreviate J∅ ⊢ σ1 <: σ2K and J∅ ⊢ τ1 <: τ2K respectively as Jσ1 <: σ2K and Jτ1 <: τ2K. We

obtain the following properties of the subsumption relations:

Lemma 5.9. The following two are equivalent:
• J∆, Γ ⊢ σ1 <: σ2K
• J⌊θ⌋ (Γ) ⊢ ⌊θ⌋ (σ1) <: ⌊θ⌋ (σ2)K for all value substitutions θ with θ |= ∆.

Also, the following two are equivalent:
• J∆, Γ ⊢ τ1 <: τ2K
• J⌊θ⌋ (Γ) ⊢ ⌊θ⌋ (τ1) <: ⌊θ⌋ (τ2)K for all value substitutions θ with θ |= ∆.

5.3 Extended Typing Rules
We extend the typing rules by the rules shown in Fig 11 that handle guarded intersection and union

types. The figure also shows the extension of the auxiliary function ⌊⊢ x : σ ⌋ to intersection and

union types. Now, having the complete definition of the encoding functions ⌊⊢ x : τ ⌋, ⌊⊢ x : σ ⌋
and ⌊Γ ⊢ ϕ⌋, we formalize their relationship to the denotational semantics. As shown below, the

encoding functions are related to the semantics as follows.

Lemma 5.10. |= [⌊w⌋ /x] ⌊⊢ x : τ ⌋ if and only ifw ∈ Jτ K.

Lemma 5.11. Let e be a closed expression. We have |= [TeU/x] ⌊⊢ x : σ ⌋ if and only if e ∈ JσK.

Lemma 5.12. The following two are equivalent:
• |= ⌊∆, Γ ⊢ ϕ⌋
• |= ⌊θ⌋ (⌊Γ ⊢ ϕ⌋) for any value substitutions θ with θ |= ∆.

We explain the additional rules for handling guarded intersection and union types shown in

Fig. 11. The auxiliary function CNF in the rule S-∨ transforms a given type to the conjunctive normal

form. The rule T-Rec∧ generalizes T-Partial and T-Total to guarded intersection types. Thus,

T-Rec∧ can replace the specific rules T-Partial and T-Total. The rule T-VFun∧ is for function

variables. We already have the rule T-VFun for them but the rule T-VFun∧ can assign the strongest

type of the variable expressed by using the Gödel encoding. The type assigned by T-VFun is in

general not the strongest and insufficient for establishing the relative completeness. The rule

T-Guard∧ can introduce a guarded intersection type of an arbitrary expression. The rules S-∨, S-∧,

and S-∧∨⊥ are for rearranging a given intersection and union type. For example, we can derive:

x :∀ {x | x ≥ 0} ,x , 0 ⊢

(
x ≥ 1� {y | y ≥ x − 1}∀∃

)
∧

(
x < 1� {y | y ≥ x − 1}∀∀

)
<: {y | y ≥ 0}∀∃

The rules S-Qual⊥ and S-Fun⊥ (resp. the rules S-Guard⊤, S-Qual⊤, and S-Fun⊤) are necessary

for relatively-completely deriving subtyping judgements ∆ ⊢ σ1 <: σ2 such that Jθ (σ1)K = ∅ (resp.

Jθ (σ2)K = Jty(σ2)K) for any θ |= ∆. Finally, the rules S-Case and S-Trans can be used to combine

subtyping rules.
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τf = (x̃ :Q̃ τ̃ ) →
∧m

i=1(ϕi � τ
QiQ ′

i
i ) =α (ỹ :Q̃ τ̃ ′) →

∧m
i=1

(
ϕ ′
i � (τ ′i )

QiQ ′
i
)

{x̃} ∩ {ỹ} = ∅ τ (j)f = (ỹ :Q̃ τ̃ ′) →
∧m

i=1

(
ϕ(j)i � (τ ′i )

QiQ ′
i

)
ϕ(j)i = if Q ′

i = ∃ then ϕ ′
i ∧ ϕ

(j)
WF else ϕ

′
i

fvs(ϕ(j)WF ) ⊆ ({x̃ , ỹ} ∪ dom(∆)) |=
⌊
∆ ⊢ WF(λx̃ỹ.ϕ(j)WF )

⌋
∆, x̃ :Q̃ τ̃ ,ϕ j , f :

∀τ (j)f ⊢ e : τ
Q jQ ′

j
j (j = 1, . . . ,m)

∆ ⊢ rec(f , x̃ , e) : τf
(T-Rec∧)

ty(∆(x)) , int

∆ ⊢ x : ST(x ; p̃)
(T-VFun∧)

∆ ⊢ σi <: σ (i = 1, . . . , ℓ)

∆ ⊢
∨ℓ

i=1 σi <: σ
(S-∨)

|=
⌊
∆ ⊢ ¬∃r . ⌊⊢ r : ∧m

i=1 σi
⌋⌋

∆ ⊢
∧ℓ

i=1 σi <:
∨m

i=ℓ+1 ¬σi
(S-∧∨⊥)

ty(σ ) = int

∆ ⊢ {ν | ⊥}Q∃ <: σ
(S-Qual⊥)

ty(τ ) = T̃ → int

∆ ⊢ T̃ → {ν | ⊥}Q∃ <: τ
(S-Fun⊥)

fvs(ϕ) ⊆ dom(∆)
∆,ϕ ⊢ σ1 <: σ2 ∆,¬ϕ ⊢ σ1 <: σ2

∆ ⊢ σ1 <: σ2
(S-Case)

∆,ϕi ⊢ e : τ
QiQ ′

i
i (i = 1, . . . ,m)

∆ ⊢ e :
∧m

i=1(ϕi � τ
QiQ ′

i
i )

(T-Guard∧)

CNF (σ ′) =
∧ℓ

i=1 σi
∆ ⊢ σ <: σi (i = 1, . . . , ℓ)

∆ ⊢ σ <: σ ′
(S-∧)

ty(σ1) = ty(σ2)

∆ ⊢ σ1 <: ⊥� σ2
(S-Guard⊤)

ty(σ ) = int

∆ ⊢ σ <: ϕ � {ν | ⊤}Q∀ (S-Qual⊤)

ty(τ ) = T̃ → int

∆ ⊢ τ <: T̃ → {ν | ⊤}Q∀ (S-Fun⊤)

∆ ⊢ σ1 <: σ2 ∆ ⊢ σ2 <: σ3

∆ ⊢ σ1 <: σ3
(S-Trans)

⌊
⊢ x :

ℓ∨
i=1

mi∧
j=1

σi j

⌋
=

ℓ∨
i=1

mi∧
j=1

⌊
⊢ x : σi j

⌋
Fig. 11. The extension of the typing rules and the auxiliary function ⌊⊢ x : σ ⌋ for intersections and unions.

5.4 Toward Automation
We briefly remark on how one may automate the type checking and type inference for our type

system. Though automated type inference is out of the scope of the present paper, we have

carefully designed the type system to allow a future extension to automated inference, based on

our experiences on developing refinement type inference and related methods [Hashimoto and

Unno 2015; Kobayashi et al. 2011; Kuwahara et al. 2015, 2014; Terauchi 2010; Unno and Kobayashi

2009; Unno et al. 2013].

To develop a practical type checking or inference method, we need to devise a sound approxima-

tion of the Gödel encoding used to establish relative completeness (in the rule T-VFun∧ and the

auxiliary functions). One possibility is to adopt the approach of [Unno et al. 2013] and use as the
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background theory an efficiently decidable theory such as the quantifier-free first-order theory of

linear integer arithmetic instead of the second-order arithmetic, and employ a less precise but sound

encoding of function values.
7
Note however that, unlike [Unno et al. 2013], we also need check

the non-emptiness of ∃x ∈ JσK .ϕ at Skolemization. For the type semantics that we defined, this

can be difficult when σ is a function type. One way to make the non-emptiness checking practical

is to enlarge the domain of functions to arbitrary mathematical higher-order non-deterministic

functions instead of the definable ones. This substantially simplifies the problem (indeed, the check

can then be done by calling the decision procedure for the background theory). As remarked in

Section 5.1, such a change still retains soundness, except that now function-type variables are

assumed to also range over non-definable ones.

We remark that, the type inference requires, besides a sound approximation of the Gödel encoding,

the synthesis of inductive invariants (expressed as dependent refinement types), well-founded

relations (in T-Total and T-Rec∧), and predicates for Skolemization (in T-Skolem and S-Skolem).

A possible approach to automating such tasks is to leverage constraint solving of existentially-

quantified Horn clauses with well-foundedness constraints, for which existing techniques are

available [Beyene et al. 2013; Hashimoto and Unno 2015; Kuwahara et al. 2015, 2014; Popeea and

Rybalchenko 2012; Unno et al. 2013].

6 META-PROPERTIES OF THE TYPE SYSTEM
This section shows meta-properties of the type system. In Section 6.1, we prove the correctness of

the type complement operator ¬, thereby proving that the types are closed under complement in

our system. We then prove the soundness and the relative completeness respectively in Sections 6.2

and 6.3.

6.1 Correctness of Complement Types
The correctness is stated and proved using the denotational semantics as follows.

Theorem 6.1 (Correctness of Complement Types). We have

• For any σ and integer substitution ρ with dom(ρ) = fvs(σ ), Jρ(¬σ )K = Jty(σ )K \ Jρ(σ )K holds.
• For any τ and integer substitution ρ with dom(ρ) = fvs(τ ), Jρ(¬τ )K = Jty(τ )K \ Jρ(τ )K holds.

Proof. By mutual induction on the structure of σ and τ .

• Case σ = τQ1Q2 : Let ρ be an integer substitution with dom(ρ) = fvs(σ ). By I.H., we obtain

Jρ(¬τ )K = Jty(τ )K \ Jρ(τ )K. We then have

Jρ(¬σ )K = J(ρ(¬τ ))Q1Q2K

= {e ∈ Jty(ρ(¬τ ))K | Q1π ∈ Zω .Q2ñ ∈ Pref (π ).Q2w ∈ {w | e
ñ
=⇒ w}.w ∈ Jρ(¬τ )K}

= {e ∈ Jty(τ )K | ¬(Q1π ∈ Zω .Q2ñ ∈ Pref (π ).Q2w ∈ {w | e
ñ
=⇒ w}.w ∈ Jρ(τ )K)}

= Jty(σ )K \ Jρ(σ )K

• Case σ = ϕ � σ ′: Let ρ be an integer substitution with dom(ρ) = fvs(σ ). By I.H., we obtain

Jρ(¬σ ′)K = Jty(σ ′)K \ Jρ(σ ′)K. If |= ρ(ϕ) holds, we get

Jρ(¬σ )K =
q
ρ(¬ϕ)� {x | ⊥}∀∃

y
∩ Jρ(¬σ ′)K = Jρ(¬σ ′)K = Jty(σ ′)K \ Jρ(σ ′)K = Jty(σ )K \ Jρ(σ )K

7
The approximation is motivated by the observation that programmers rarely write programs whose correctness relies

heavily on function-type arguments.
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Otherwise (i.e., |= ρ(¬ϕ)), we have

Jρ(¬σ )K =
q
ρ(¬ϕ)� {x | ⊥}∀∃

y
∩ Jρ(¬σ ′)K = ∅ = Jty(σ )K \ Jty(σ ′)K = Jty(σ )K \ Jρ(σ )K

• Case σ =
∨ℓ

i=1
∧mi

j=1 σi j : Let ρ be an integer substitution with dom(ρ) = fvs(σ ). By I.H., we

obtain Jρ(¬σi j )K = Jty(σi j )K \ Jρ(σi j )K. We then have

Jρ(¬σ )K =

t

DNF

(
ℓ∧
i=1

mi∨
j=1

ρ(¬σi j )

)|
=

ℓ⋂
i=1

(
mi⋃
j=1

(
Jty(σi j )K \ Jρ(σi j )K

))
= Jty(σ )K \

ℓ⋃
i=1

(
mi⋂
j=1

Jρ(σi j )K

)
= Jty(σ )K \ Jρ(σ )K

• Case τ = {x | ϕ}: Let ρ be an integer substitution with dom(ρ) = fvs(τ ). We then have

Jρ(¬τ )K = J{x | ¬ρ(ϕ)}K = Jty(τ )K \ Jρ(τ )K.
• Case τ = ((x :Q τ ′) → σ ): Let ρ be an integer substitution with dom(ρ) = fvs(τ ). By I.H., we

obtain Jρ ′(¬σ )K = Jty(σ )K \ Jρ ′(σ )K for any ρ ′ with dom(ρ ′) = fvs(σ ). We thus get

Jρ(¬τ )K =
r
(x :Q ρ(τ ′)) → ρ(¬σ )

z

=
{
w ∈ Jty(ρ(τ ′) → ρ(¬σ ))K

��� Qw ′ ∈ Jρ(τ ′)K .w w ′ ∈ J[⌊w ′⌋ /x] ρ(¬σ )K
}

= {w ∈ Jty(τ )K | ¬(Qw ′ ∈ Jρ(τ ′)K .w w ′ ∈ J[⌊w ′⌋ /x] ρ(σ )K)}
= Jty(τ )K \ Jρ(τ )K

□

6.2 Soundness
We now prove the soundness of our type system with respect to the denotational semantics. We

first show the necessary lemmas.

The following lemmas are used respectively to establish the soundness of the subtyping rules

S-Guard, S-Qual, S-Fun∀∀, S-Fun∀∃, S-Fun∃∃, and S-Fun∃∀.
Lemma 6.2. Jϕ1 � σ1 <: ϕ2 � σ2K if |= ϕ2 ⇒ ϕ1 and Jσ1 <: σ2K.

Lemma 6.3.

r
τ
Q1Q ′

1

1
<: τ

Q2Q ′
2

2

z
if Jτ1 <: τ2K and Q1Q

′
1
⊑ Q2Q

′
2
.

Lemma 6.4.

q
(x :∀τ1) → σ1 <: (x :

∀τ2) → σ2
y
if Jτ2 <: τ1K and

q
x :∀τ2 ⊢ σ1 <: σ2

y
.

Lemma 6.5.

q
(x :∀τ1) → σ1 <: (x :

∃τ2) → σ2
y
if Jτ <: τ1K, Jτ <: τ2K, and

q
x :∃τ ⊢ σ1 <: σ2

y
for

some τ .

Lemma 6.6.

q
(x :∃τ1) → σ1 <: (x :

∃τ2) → σ2
y
if Jτ1 <: τ2K and

q
x :∀τ1 ⊢ σ1 <: σ2

y
.

Lemma 6.7.

q
(x1 :

∃τ1) → σ1 <: (x2 :
∀τ2) → σ2

y
if the following conditions hold:

• |=
⌊
x1 :

∀τ1,x2 :∀τ2,y1 :∀τ1,y2 :∀τ2 ⊢ x1 = x2 ∧ y1 = y2 ⇒ x1 = y1
⌋
,

• x1 :
∀τ1,x2 :∀τ2,x1 = x2 ⊢ σ1 <: σ2,

• x1 :
∀τ1,x2 :∃τ2,x1 , x2 ⊢ σ1 <: T̃ → {ν | ⊥}∃∃,

• x2 :
∀τ2,x1 :∃τ1,x1 , x2 ⊢ T̃ → {ν | ⊤}∀∀ <: σ2, and

• ty(σ1) = T̃ → int.

We thus obtain the soundness of the subtyping rules with respect to the subsumption relations.

Lemma 6.8 (Soundness of Subtyping). We have:
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• JΓ ⊢ σ1 <: σ2K if Γ ⊢ σ1 <: σ2.
• JΓ ⊢ τ1 <: τ2K if Γ ⊢ τ1 <: τ2.

We next show lemmas that are used to establish the soundness of the typing rules T-Partial,

T-Total, and T-Rec∧ for recursive functions. The following lemma provides a sufficient condition

for a recursive function to be included in the denotation of a partial correctness function type.

Lemma 6.9. Suppose that e ∈

r
x̃ :Q̃ τ̃ , f : τf ⊢ τQ∀

z
. Then, rec(f , x̃ , e) ∈

q
τf

y
, where τf = (x̃ :Q̃

τ̃ ) → τQ∀.

Next, we state the sufficient condition for a recursive function to be included in the denotation

of a total correctness function type.

Lemma 6.10. Let τf and τ ′f be types of the form τf = (x̃ :Q̃ τ̃ ) → τQ∃ and τ ′f = (ỹ :Q̃ τ̃ ′) → ϕ�(τ ′)Q∃

that satisfy the following condition
• {x̃} ∩ {ỹ} = ∅;
• τf =α (ỹ :Q̃ τ̃ ′) → (τ ′)Q∃;
• |= WF(λx̃ỹ.ϕ); and
• fvs(ϕ) ⊆ {x̃ , ỹ}.

Then, e ∈

r
x̃ :Q̃ τ̃ , f : τ ′f ⊢ τQ∃

z
implies rec(f , x̃ , e) ∈

q
τf

y
.

For guarded intersection types, we get the following generalization of Lemmas 6.9 and 6.10.

Lemma 6.11. Let τf and τ (j)f be types of the form τf = (x̃ :Q̃ τ̃ ) →
∧m

i=1(ϕi � τ
QiQ ′

i
i ) and τ (j)f = (ỹ :Q̃

τ̃ ′) →
∧m

i=1(ϕ
(j)
i � (τ ′i )

QiQ ′
i ) that satisfy the following condition:

• {x̃} ∩ {ỹ} = ∅;
• τf =α (ỹ :Q̃ τ̃ ′) →

∧m
i=1

(
ϕ ′
i � (τ ′i )

QiQ ′
i
)
;

• ϕ(j)i = ϕ
′
i ∧ ϕ

(j)
WF if Q

′
i = ∃ and ϕ(j)i = ϕ

′
i otherwise;

• |=
⌊
∆ ⊢ WF(λx̃ỹ.ϕ(j)WF )

⌋
; and

• fvs(ϕ(j)WF ) ⊆ ({x̃ , ỹ} ∪ dom(∆)).

Then, we have rec(f , x̃ , e) ∈
q
τf

y
if e ∈

r
x̃ :Q̃ τ̃ ,ϕ j , f : τ (j)f ⊢ τ

Q jQ ′
j

j

z
for each j ∈ {1, . . . ,m}.

Finally, we obtain the following soundness theorem by induction on the derivation of Γ ⊢ e : σ .

Theorem 6.12 (Soundness). e ∈ JΓ ⊢ σK if Γ ⊢ e : σ .

6.3 Relative Completeness
We prove the relative completeness of our type system with respect to the denotational semantics.

We first show the necessary lemmas.

The following lemma ensures that we can always apply Skolemization first to eliminate existen-

tially bound variables.

Lemma 6.13 (Skolemization). If e ∈
q
∆,x :∃τ , Γ ⊢ σ

y
, then there exists ϕ with fvs(ϕ) ⊆ (fvs(∆) ∪

{x}) such that e ∈
q
∆,x :∀τ ,ϕ, Γ ⊢ σ

y
and |=

⌊
∆,x :∃τ ⊢ ϕ

⌋
.

Proof. Suppose that e ∈
q
∆,x :∃τ , Γ ⊢ σ

y
. By Lemma 5.5, we get ∃w ∈ J⌊θ⌋ (τ )K .[w/x](θ (e)) ∈

J⌊θ⌋ (Γ) ⊢ [⌊w⌋ /x](⌊θ⌋ (σ ))K for any value substitution θ with θ |= ∆. There exists ϕ with fvs(ϕ) ⊆
(dom(∆) ∪ {x}) such that:
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• ∀w ∈ J⌊θ⌋ (τ )K . |= [⌊w⌋ /x](⌊θ⌋ (ϕ)) ⇒ [w/x](θ (e)) ∈ J⌊θ⌋ (Γ) ⊢ [⌊w⌋ /x](⌊θ⌋ (σ ))K and
• ∃w ∈ J⌊θ⌋ (τ )K . |= [⌊w⌋ /x](⌊θ⌋ (ϕ)) for any value substitution θ with θ |= ∆.

By Lemma 5.5, we obtain e ∈
q
∆,x :∀τ ,ϕ, Γ ⊢ σ

y
. By Lemma 5.12, we get |=

⌊
∆,x :∃τ ⊢ ϕ

⌋
. □

The following lemmas are used respectively to establish the relative completeness of the subtyping

rules S-Guard, S-Qual⊥, S-Qual⊤, S-Qual, S-Fun∀∀, S-Fun∀∃, S-Fun∃∃, and S-Fun∃∀.8
Lemma 6.14. If ∅ , Jϕ1 � σ1K ⊆ Jϕ2 � σ2K , Jty(σ2)K, then |= ϕ2 ⇒ ϕ1 and Jσ1 <: σ2K.

Lemma 6.15. If
q
{x | ϕ}Q1Q2

y
= ∅, then |= ¬ϕ and Q2 = ∃.

Lemma 6.16. If
q
{x | ϕ}Q1Q2

y
= JintK, then |= ϕ and Q2 = ∀.

Lemma 6.17. If ∅ ,
r
τ
Q1Q ′

1

1

z
⊆

r
τ
Q2Q ′

2

2

z
, Jty(τ2)K, then Jτ1 <: τ2K and Q1Q

′
1
⊑ Q2Q

′
2
.

Lemma 6.18. If ∅ ,
q
(x :∀τ1) → σ1

y
⊆

q
(x :∀τ2) → σ2

y
, {w | ⊢s w : ty(τ2) → ty(σ2)}, then

Jτ2 <: τ1K and
q
x :∀τ2 ⊢ σ1 <: σ2

y
.

Lemma 6.19. If ∅ ,
q
(x :∀τ1) → σ1

y
⊆

q
(x :∃τ2) → σ2

y
, {w | ⊢s w : ty(τ2) → ty(σ2)}, then

Jτ <: τ1K, Jτ <: τ2K, and
q
x :∃τ ⊢ σ1 <: σ2

y
for some τ .

Lemma 6.20. If ∅ ,
q
(x :∃τ1) → σ1

y
⊆

q
(x :∃τ2) → σ2

y
, {w | ⊢s w : ty(τ2) → ty(σ2)}, then

Jτ1 <: τ2K and
q
x :∀τ1 ⊢ σ1 <: σ2

y
.

Lemma 6.21. If ∅ ,
q
(x1 :

∃τ1) → σ1
y
⊆

q
(x2 :

∀τ2) → σ2
y
, {w | ⊢s w : ty(τ2) → ty(σ2)}, then

the following conditions hold:
• |=

⌊
x1 :

∀τ1,x2 :∀τ2,y1 :∀τ1,y2 :∀τ2 ⊢ x1 = x2 ∧ y1 = y2 ⇒ x1 = y1
⌋
,

• x1 :
∀τ1,x2 :∀τ2,x1 = x2 ⊢ σ1 <: σ2,

• x1 :
∀τ1,x2 :∃τ2,x1 , x2 ⊢ σ1 <: T̃ → {ν | ⊥}∃∃,

• x2 :
∀τ2,x1 :∃τ1,x1 , x2 ⊢ T̃ → {ν | ⊤}∀∀ <: σ2, and

• ty(σ1) = T̃ → int.

We then obtain the following relative completeness of the subtyping rules with respect to the

subsumption relations.

Lemma 6.22 (Relative Completeness of Subtyping). We have:
• ∆ ⊢ τ1 <: τ2 if J∆ ⊢ τ1 <: τ2K.
• ∆ ⊢ σ1 <: σ2 if J∆ ⊢ σ1 <: σ2K.

The following lemma states the correctness of the strongest type ST(e; p̃).

Lemma 6.23. Suppose that e ∈ J∆ ⊢ σK for some σ = (x̃ :Q̃ τ̃ ) →
∨ℓ

i=1
∧mi

j=1(ϕi j�τ
Qi jQ ′

i j
i j ). Let

{
p̃
}
={

p | i ∈ {1, . . . , ℓ} , j ∈ {1, . . . ,mi } ,Qi j = ∃,τi j = {ν | p(x̃ ,ν )}
}
. We have J∆ ⊢ ST(e; p̃) <: σK.

The following lemma says that the typing rules can in fact assign the strongest type ST(e; p̃) to
any simply-typed expression e .

Lemma 6.24. Suppose that A ⊢s e : T̃ → int for some A and T̃ . We then have ∆ ⊢ e : ST(e; p̃) for
any ∆ and p̃ such that ty(∆) = A, and each element p of p̃ is well-formed (i.e., the arity of p is |T̃ | + 1
and fvs(p) ⊆ dom(A)).
8
To prove the lemmas, we use an extension of the denotational semantics of types that ranges over L-definable expressions

that may use the equivalence relation ∼.
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Finally, we obtain the following relative completeness theorem.

Theorem 6.25 (Relative Completeness). Γ ⊢ e : σ if e ∈ JΓ ⊢ σK.

Proof. By the rule T-Skolem and Lemma 6.13, it suffices to show that ∆ ⊢ e : σ is implied by

e ∈ J∆ ⊢ σK for any ∆. By Lemmas 6.23 and 6.22, we obtain ∆ ⊢ ST(e ; p̃) <: σ for some well-formed

p̃. By Lemma 6.24 and the rule T-Sub, we get ∆ ⊢ e : σ . □

7 RELATEDWORK
This paper proposes a refinement-type-based approach to verifying non-deterministic higher-order

functional programs. The type system combines universal and existential reasoning in a unified

framework, and is able to soundly-and-relatively-completely verify various important classes of

properties including safety, non-safety, conditional termination, and conditional non-termination.

To our knowledge, our work is the first of its kind.

As remarked in Section 1, previous work on higher-order program verification employs rather

disparate methods to verify different classes of properties [Hashimoto and Unno 2015; Jhala et al.

2011; Kobayashi et al. 2011; Koskinen and Terauchi 2014; Kuwahara et al. 2015, 2014; Murase et al.

2016; Ong and Ramsay 2011; Rondon et al. 2008; Terauchi 2010; Unno and Kobayashi 2009; Unno

et al. 2013; Vazou et al. 2014; Zhu and Jagannathan 2013; Zhu et al. 2015]. To our knowledge, there

has only been a limited consideration for combined universal and existential reasoning in the

setting of higher-order program verification (with a few notable exceptions such as the use of

safety to prove non-termination by way of iterative predicate abstraction and higher-order model

checking in [Kuwahara et al. 2015]). By contrast, we have proposed a unified type-based framework

in which the type judgements expressing universal and existential facts can be readily combined

as sub-derivations to derive the goal fact. As demonstrated in Section 2, the seamless combined

reasoning offers powerful verification tactics that permit succinct proofs of non-trivial verification

instances.

In the context of verification of programs with first-order functions and procedures, previous

work has considered combining universal and existential reasoning [Ball et al. 2005; Godefroid and

Huth 2005; Godefroid et al. 2001, 2010; Gurfinkel and Chechik 2006; Gurfinkel et al. 2006, 2008]. (In

the literature, universal-existential reasoning is sometimes referred to as may-must.) However, to
our knowledge, no previous work covers the combination patterns of this paper nor proposes a

unified deduction system to carry out the combined reasoning. For instance, [Godefroid et al. 2001]

proposes a safety and non-safety property verification method for first-order programs that allows a

combined use ofmay function summaries andmust function summaries. May summaries correspond

to the types of the form (x̃ :∀̃ τ̃ ) → τ ∀∀ of our type system (where τ̃ and τ are restricted to base

types), whereas must summaries say that, for every state satisfying the postcondition, there is a

state satisfying the precondition and an evaluation of the function from the pre state that converges

to the post state. Their approach does not have notions corresponding to the other modes supported

by our system. Therefore, for example, their approach cannot use a conditional termination proof

via well-foundedness termination argument to deduce the existence of an evaluation path satisfying

a certain fact, as we have done in Example 2.1 and Example 2.2. Such reasoning is also beyond the

scope of the approaches proposed in [Gurfinkel and Chechik 2006; Gurfinkel et al. 2006, 2008]. On

the other hand, our system lacks an exact counterpart of their must summaries, and we leave for

future work to investigate the implications of incorporating such a notion.
9

9
However, must summaries are only built from concrete evaluation paths and used as such in [Godefroid et al. 2001], and it

is possible to do the examples in their paper with our system by using the types of the form (x̃ :∃̃ τ̃ ) → τ ∃∃ in place of must

summaries.
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The combined universal and existential reasoning is often considered in the context of verifying

temporal logic properties [Beyene et al. 2013; Cook et al. 2015; Cook and Koskinen 2013; Gabbay

and Pnueli 2008; Godefroid and Huth 2005; Godefroid et al. 2001; Shoham and Grumberg 2004, 2007].

This is because such properties can themselves be a combination of safety and liveness properties,

or contain alternations of universal and existential branches (for branching logics). Compared to

our work that handle higher-order and non-deterministic programs, these works typically focus on

much simpler transition systems but handle richer temporal properties.
10
Similar to our work, they

reason about AG and AF based on inductive invariants and well-founded relations, and some have

rules for reasoning about EG and EF via Skolemization [Cook et al. 2015; Cook and Koskinen 2013].

We generalize such reasoning to the higher-order setting using refinement types and well-founded

relations over (Gödel encoded) higher-type objects. An advantage of our system, especially in the

context of expressive programming languages like higher-order functional languages, is that it

allows modular reasoning thanks to the compositional nature of the type system.

By contrast, the existing work on temporal logic property verification for higher-order programs

has paid little attention to the combined reasoning aspect. For instance, the method proposed by

[Murase et al. 2016] applies the automata-theoretic reduction to convert the verification problem

wholly to a fair termination problem, and the method proposed by [Koskinen and Terauchi 2014]

considers only one-sided “blackbox” combination patterns that connect external oracle analyses’

results to their type and effect system (also, neither approach addresses branching logics).
11
Our

current system does not support temporal logics. Nonetheless, we believe that the ideas developed

in this paper will contribute to improving the methods for verifying temporal logic properties

of higher-order programs. We leave for future work to extend our approach to the full range of

temporal logic properties.

The previous work has proposed dependent refinement type systems for partial and total cor-

rectness verification [Bengtson et al. 2011; Rondon et al. 2008; Swamy et al. 2011, 2016; Terauchi

2010; Unno and Kobayashi 2009; Vazou et al. 2014; Xi 2001]. The majority of such works only

address partial correctness, with [Swamy et al. 2016; Vazou et al. 2014; Xi 2001] being the exception

that also address total correctness (or just termination). Total correctness is verified via typing

rules similar to the ones of our work. Also, while many of them (often implicitly) support demonic

non-determinism, to our knowledge, none of them supports angelic non-determinism. We remark

that the complexity of our type system is mainly due to supporting (1) angelic non-determinism,

(2) the combined universal and existential reasoning, and (3) relative completeness. If we drop

the support for (1), then our system can be simplified by removing the existential bindings in the

type environment and the arguments of function types, and removing the rules T-Rnd, T-Skolem,

T-App∃, and S-Skolem. If we drop (2), then our system can be further simplified by removing the

rules S-Qual, S-Fun∀∃, and S-Fun∃∀. And, if we drop (3), then we can remove Gödel encoding,

guarded intersection and union types, and the additional rules from Section 5 for handling them.

Our type system is sound and relatively-complete. The well-known issue in achieving relative

completeness for higher-order programs is the representation of function-type parameters. Fol-

lowing the previous work on relatively complete verification of higher-order programs [Damm

and Josko 1983; German et al. 1983, 1989; Goerdt 1985; Honda et al. 2006; Olderog 1984; Reus

and Streicher 2011; Unno et al. 2013], we completely handle function parameters by encoding

them as first-order data ([Unno et al. 2013] shows how such a formalism can be made practical

10
In the terminology of temporal logics, the specifications in our system are limited to the forms p ⇒ AGq, p ⇒ AFq,

p ⇒ EGq, and p ⇒ EFq.
11
Sound and complete verification methods exist for finite-data higher-order programs (i.e., higher-order recursion schemes)

for the expressive class of (branching) modal µ-calculus [Kobayashi and Ong 2009; Ong 2006]. However, it is unclear how

such methods may be adopted to infinite data programs.
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for automation by avoiding explicit encoding). However, while the previous work only considered

safety properties (i.e., partial correctness), our system is sound and relatively-complete also for

non-safety, conditional termination and conditional non-termination.

8 CONCLUSION
We have presented a novel type system for verification of non-deterministic higher-order functional

programs. The type system is a dependent refinement type system extended to support universal and

existential reasoning, and is sound and relatively-complete for the verification of various important

classes of properties including safety, non-safety, conditional termination, and conditional non-

termination. We have shown that the type system allows combined universal and existential

reasoning, which can lead to succinct proofs of hard verification instances. We believe that this

work will serve as a theoretical foundation toward automatic verification of non-deterministic

higher-order programs, and also pave the way for new verification methods that combine universal

and existential reasoning.
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